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multilingual applications. The purpose of this book is to present in a succinct and accessible fashion
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in creating more linguistically sophisticated, more language-independent, and thus more successful
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ABSTRACT
Many NLP tasks have at their core a subtask of extracting the dependencies—who did what
to whom—from natural language sentences. is task can be understood as the inverse of the
problem solved in different ways by diverse human languages, namely, how to indicate the rela-
tionship between different parts of a sentence. Understanding how languages solve the problem
can be extremely useful in both feature design and error analysis in the application of machine
learning to NLP. Likewise, understanding cross-linguistic variation can be important for the de-
sign of MT systems and other multilingual applications. e purpose of this book is to present in
a succinct and accessible fashion information about the morphological and syntactic structure of
human languages that can be useful in creating more linguistically sophisticated, more language-
independent, and thus more successful NLP systems.
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C H A P T E R 1

Introduction/motivation
#0 Knowing about linguistic structure is important for feature design
and error analysis in NLP.

e field of linguistics includes subfields that concern themselves with different levels or
aspects of the structure of language, as well as subfields dedicated to studying how linguistic
structure interacts with human cognition and society. A sample of subfields is briefly described
in Table 1.1. At each of those levels of linguistic structure, linguists find systematic patterns over
enumerable units where both the units and the patterns have both similarities and differences
across languages.

Table 1.1: A non-exhaustive sample of structural subfields of linguistics

Subfield Description
Phonetics e study of the sounds of human language
Phonology e study of sound systems in human languages
Morphology e study of the formation and internal structure of words
Syntax e study of the formation and internal structure of sentences
Semantics e study of the meaning of sentences
Pragmatics e study of the way sentences with their semantic meanings are

used for particular communicative goals

Machine learning approaches to NLP require features which can describe and generalize
across particular instances of language use such that the machine learner can find correlations
between language use and its target set of labels. It is thus beneficial to NLP that natural language
strings have implicit structure and that the field of linguistics has been studying and elucidating
that structure. It follows that knowledge about linguistic structures can inform the design of
features for machine learning approaches to NLP. Put more strongly: knowledge of linguistic
structure will lead to the design of better features for machine learning.

Conversely, knowledge of linguistic structure can also inform error analysis for NLP sys-
tems. Specifically, system errors should be checked for linguistic generalizations which can sug-
gest kinds of linguistic knowledge to add to the system.¹ For example, if expletive pronouns (non-

¹Such error analysis is an excellent opportunity for collaboration between NLP researchers and linguists.
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referring pronouns, see #89) are tripping up a coreference resolution system, system performance
might be improved by adding a step that detects such pronouns first.

e goal of this book is to present information about linguistic structures that is immedi-
ately relevant to the design of NLP systems, in a fashion approachable to NLP researchers with
little or no background in linguistics. e focus of this book will be on morphology and syn-
tax (collectively known as morphosyntax) as structures at this level can be particularly relevant
to text-based NLP systems. Similar books could (and should) be written concerning phonet-
ics/phonology and semantics/pragmatics. e reader is encouraged to approach the book with
particular NLP tasks in mind, and ask, for each aspect of linguistic structure described here, how
it could be useful to those tasks.

#1 Morphosyntax is the difference between a sentence and a bag of
words.

Morphosyntax is especially relevant to text-based NLP because so many NLP tasks are
related to or rely on solutions to the problem of extracting from natural language a representa-
tion of who did what to whom. For example: machine translation seeks to represent the same
information (including, at its core, who did what to whom) given in the source language in the
target language; information extraction and question answering rely on extracting relations be-
tween entities, where both the relations and the entities are expressed in words; sentiment analysis
is interested in who feels what about whom (or what); etc.² To attempt these tasks by treating
each sentence (or paragraph or document) as a bag of words is to miss out on a lot of informa-
tion encoded in the sentence. Consider the contrasts in meaning between the following sets of
sentences (from English and Japanese):³

(1) a. Kim sent Pat Chris.

b. Kim sent Pat to Chris.

c. Kim was sent to Pat by Chris.

d. Kim was sent Pat by Chris.

²Even tasks that aren’t concerned with the meaning expressed in the strings they process (e.g., the construction of language
models) are impacted by morphosyntax in as much as they care about word order and/or identifying inflected forms as be-
longing to the same lemma.
³All examples from languages other than English in this book are presented in the format of interlinear glossed text (IGT),
which consists of three or four lines: e first two lines represent the example in the source language, with one giving source
language orthography and the second (optionally, for non-roman orthographies) a transliteration. At least one of these will
indicate morpheme boundaries. e remaining two lines give a morpheme-by-morpheme gloss and a free translation into
English. e morpheme-by-morpheme glosses use abbreviations for ‘grams’ (elements like  for past tense). In general,
these should conform to the Leipzig glossing rules [Bickel et al., 2008], but may differ when the original source was using
different conventions. e grams used in the IGT in this book are listed in Appendix A. When a gram is relevant to the
discussion at hand, its meaning will be explained. e last line includes the ISO 639-3 language code indicating the language
of the example.
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(2) a. 田中
Tanaka
Tanaka

が

ga


ライオン

raion
lion

を

wo


食べた。

tabe-ta
eat-

‘Tanaka ate the lion.’ [jpn]
b. 田中

Tanaka
Tanaka

を

wo


ライオン

raion
lion

が

ga


食べた。

tabe-ta
eat-

‘e lion ate Tanaka.’ [jpn]
c. 田中

Tanaka
Tanaka

が

ga


ライオン

raion
lion

に

ni


食べられた。

tabe-rare-ta
eat--

‘Tanaka was eaten by the lion.’ [jpn]
d. 田中

Tanaka
Tanaka

が

ga


ライオン

raion
lion

に

ni


ケーキ

keeki
cake

を

wo


食べられた。

tabe-rare-ta
eat--

‘e lion ate the cake (to Tanaka’s detriment).’ [jpn]

Conversely, ignoring morphosyntax can obscure the connection between strings which in
fact mean the same thing or have closely related meanings. is can be illustrated with the set of
examples in (3), which all involve the same fundamental ‘giving’ situation.

(3) a. Kim gave Sandy a book.
b. Kim gave a book to Sandy.
c. A book was given to Sandy by Kim.
d. is is the book that Kim gave to Sandy.
e. Which book do you think Kim gave to Sandy?
f. It’s a book that Kim gave to Sandy.
g. is book is difficult to imagine that Kim could give to Sandy.

#2 e morphosyntax of a language is the constraints that it places on
how words can be combined both in form and in the resulting meaning.

Formal linguists typically study morphosyntax from the point of view of grammaticality,
describing sets of rules (or alternatively, sets of constraints) which delimit the set of grammatical
sentences in a language. us pairs of examples like the following are interesting because they
potentially illuminate rules (or constraints) that might not be apparent from more run-of-the-
mill constructions:
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(4) a. Which articles did John file without reading ?

b. *John filed a bunch of articles without reading .

Example (4a) illustrates a phenomenon called ‘parasitic gaps’.⁴e * indicates that (4b) is judged to
be ungrammatical; indicates a position in the sentence where something is ‘missing’, compared
to other related sentences.⁵

Other linguists, including typologists (linguists who study cross-linguistic variation), field
linguists (linguists who do primary descriptive work on little-known languages), and grammar
engineers (computational linguists who build machine readable hand-crafted grammars), also
look at languages in terms of sets of rules or constraints, but tend to put more emphasis on how
those constraints relate form to meaning.

For example, Nichols observes in her grammar of Ingush (a Nakh-Daghestanian language
of the Caucasus) that “[t]he verb agrees with its nominative argument,” and illustrates the point
with several examples including the following (2011:432):⁶

(5) a. jett
cow

aara-b.ealar
out-B.go.

‘e cow went out.’ [inh]

b. zhwalii
dog

aara-d.ealar
out-D.go.

‘e dog went out.’ [inh]

e difference in the verb forms between these two examples (b vs. d) reflects the noun class (or
‘gender’) of the subject. is can be seen as a constraint on well-formedness (if the verb doesn’t
agree with the gender of the noun bearing nominative case, the sentence is ill-formed) but also as
a constraint on possible interpretations: If the verb does not agree with the noun, there may well
be some other structure which could be assigned but not one in which the noun is functioning as
the subject.

While the notion of grammaticality isn’t always of interest in NLP (though it is useful in
generation), the view of grammars as constraints on possible structures or possible relationships
between words in given sentences is highly relevant.

⁴ese examples and their judgments are from Engdahl 1983.
⁵While most syntactic theories make a binary distinction between grammatical and ungrammatical strings, human acceptability
judgments are famously more gradient than that [Schütze, 1996, Ch. 3]. Linguists will sometimes use ?, ??, and ?* to indicate
degrees of (un)acceptability between fully acceptable and fully unacceptable strings.
⁶ stands for ‘witnessed past tense’, which contrasts in the tense system of Ingush with present, future and non-witnessed
past forms. For explanation of the symbols used in glosses, see Appendix A.
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#3 Languages use morphology and syntax to indicate who did what to
whom, and make use of a range of strategies to do so.

Morphosyntax differentiates a sentence from a bag of words (see #1) by adding non-linear
structure. at structure encodes information about the relationships between words. Individual
words (specifically open class words) denote properties or situations. e structures (and function
words) connecting those words build referring expressions out of properties and link the referring
expressions to participant roles in the situations. is includes the bare-bones ‘who did what to
whom’ as well as elaborations (“what kind of who did what kind of thing to what kind of whom,
where, why, when and how”).

Many of the topics covered in the ‘syntax’ sections of this book concern the various means
that languages use for indicating that structure within the string. Linguists understand the struc-
ture in terms of multiple linked levels, including the surface form of words and their order, con-
stituent structure, grammatical functions, and semantic predicate-argument structure. ese var-
ious levels and their relevance to NLP will be discussed in Chapters 5–9.

In many languages, a lot of the information about sentence structure is reflected in the form
of the words. e ‘morphology’ sections of this book concern the different kinds of information
that can be expressed within a morphologically complex word (Chapters 2 and 4) and the rela-
tionship between the abstract morphological structure and its surface representation (Chapters
2–3).

In many NLP tasks, we want to extract from a sentence (as part of a text) precisely “who
did what to whom” (and sometimes even “what kind of who did what kind of thing to what kind
of whom, where, why, when and how”). us understanding how languages solve the inverse
problem of encoding this information can help us more effectively design systems to extract it.

e subfield of linguistic typology is concerned with studying the range of variation across
languages, both with an eye towards understanding the boundaries of that range (and thus univer-
sals of linguistic structure) as well as towards understanding the ways in which languages change
over time and the various factors influencing those changes. Across all phenomena investigated
by typologists, languages display interesting yet bounded variation. For example, to indicate ‘who
did what to whom’, languages can and do use word order, case marking (differences in the form
of the arguments), and agreement (differences in the form of the predicate), or a combination
of those strategies, as described further in #78–80. e fact that languages vary in these ways,
together with the fact that the range of variation is bounded, and in many cases, known, makes
typology a very rich source of information for the design of NLP systems (see #6 and Bender
2011).

#4 Languages can be classified ‘genetically’, areally, or typologically.
Languages can be classified in several different ways. So called ‘genetic’ or ‘genealogical’

classifications group languages according to shared precursor languages. All languages change


